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The exponential growth of biomedical data coupled with advances in
machine learning (ML) has created opportunities for more precise
diagnosis, enhanced treatment planning, and improved patient
management. However, the successful implementation of ML in
clinical settings depends on healthcare professionals’ understanding
and competency in these technologies. This study examines the
effectiveness of integrating ML methodologies into the curricula of
Astana Medical University and S.D. Asfendiyarov Kazakh National
Medical University. Focusing on childhood allergic conditions such as
asthma, rhinitis, and skin diseases, a supervised ML approach (linear
regression) was employed to analyze both clinical and educational
data. Results showed that the experimental group of students
who received ML-integrated training demonstrated significant
improvements in analytical competence and data processing
accuracy compared to the control group. The ML model achieved
a coefficient of determination (R?) of 0,85 with low prediction errors
(MAE=0,45, MSE=0,30, RMSE=0,55). Statistical tests supported the
hypothesis that structured ML education enhances medical students’
competencies, suggesting that future healthcare professionals trained
in ML can better leverage data-driven decision-making for improved
patient care. This study contributes to the growing body of literature
advocating for ML integration in medical education and underscores
the need for further research into advanced ML algorithms and long-
term clinical outcomes.
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YnydiieHne 06paboTkn AaHHbIX C MOMOLLBIO MALLUMHHOMO 00YY4EHMS B KOHTEKCTE MEAMLMHCKOro 06pa3oBaHuns

Shyndaliyev Nurzhan, Orynbayeva Ainur, Shadinova Kunsulu, Barakova Aliya, Nurmukhanbetova Nurgul
HAQ "EBpa3suiickuii HaumoHanbHbl yHuBepcuteT um. J1.H. N'ymunesa". ActaHa, KasaxctaH

JKCNoHeHUManbHbIl pocT o6bema BGMOMEANUMHCKUX AaHHbIX B CO-
YyeTaHUM C pa3BUTMEM METOAOB MalMHHOrO 06y4eHus (MO) cospanu
HOBblE BO3MOXHOCTM Anst 6osiee TOYHOW AMArHOCTUKU, YAyYLLIEHHOrO
NNaHNPOBaHWS NeYeHns 1 BefeHus naumeHToB. OfHaKo ycnewHoe
BHegpeHne MO B KAMHWYECKYIO NPaKTUKY 3aBUCUT OT YPOBHS MOHU-
MaHMS 1 KOMNETEHTHOCTU MEAULIMHCKUX CMELLMANUCTOB B 3TUX TEXHO-
norusx. B naHHOM mccnenoBaHum paccmatpusaetcs 3GpdekTMBHOCTb
nHTerpaumn metogoB MO B yd4ebHble nporpamMmbl MeanuMHCKOro
YHueepcuteta ActaHa n Kazaxckoro HaumoransHoro MeamumHckoro
Yuusepcuteta um. C.[l. Acdhenamaposa. B kauecTse obbekTta nccne-
[0BaHMs Obinv BeIOPaHbI AeTCKME annepruyeckme 3aboneBaHus, Takme
KaK actMa, PUHUT U KOXHble naTonoruv. Jns aHanusda KAMHUYEeCKnX

ABTOp, OTBETCTBEHHbI 3a nepenucky (Corresponding author):
e-mail: tastanova.a@amu.kz

1 06pa3oBaTesNbHbIX AaHHbIX Obl MPUMEHEH METOA, KOHTPOAVMPYEMOrO
MaLUMHHOrO 0By4eHns — nuHenHas perpeccus. PesynbTaThl nokasa-
1K1, 4TO AKCMEPUMEHTANbHAsA rpynna CTyAeHTOB, npoluealas oby4eHne
¢ anemenTamy MO, NPOAEMOHCTPMPOBANa 3HaYUTENbHOE YAyYLIEeHNe
aHANMTUYECKUX HABbIKOB M TOYHOCTM 006pabOTKM AaHHLIX MO CpaBHe-
HUIO C KOHTPONbHOM rpynnoii. PaspaboTaHHas mogens MO gocturna
koadpduumenTa aetepMuHaumm (R%) B 0,85 Npu HUBKMX 3HAYEHMSX
owunbok nporHoauposanus (MAE=0,45, MSE=0,30, RMSE=0,55).
CratucTryeckve TecTbl MOATBEPAMIN TUNOTE3Y O TOM, YTO CTPYKTYpU-
poBaHHoe MO cnocobCcTByeT MOBbLILEHMIO KOMNETEHLMUIA CTYAEHTOB-
MeJuKOB, 4TO NO3BOASET ByayLMM MeAMUMHCKUM paboTHVKam 6onee
3P HEKTUBHO MCMONB30BaTh NOAXOAbI, OCHOBaHHbIE HA aHann3e fAaH-
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Hudghposas cpeda meduyunckoeo 06pazoeanus

HbIX, A9 YIYYWeEHNs KayecTBa NeYeHus mauneHToB. ITO UCCNeao-
BaHWe BHOCWT CBOI BKNaA B pacTyLlee KOMYeCTBO HayyHbIX paboT,
NOCBALLEHHBLIX MHTErpaumn MO B MeauumHckoe obpa3oBaHue, U noa-
4yépkmBaeT HeobXxoaMMOCTb AaNnbHENWNX NCCNefoBaHuiA B 0bnactu
NPOABMHYTbIX anropnTMoB MO 1 OLEHKU UX AOAFOCPOYHBIX KANHUYE-
CKUX 9P PeKTOB.

KnioueBble cnoBa: malwmHHoe 0byyeHve, MeauLMHCKOoe 0bpa3oBa-
Hue, 06paboTka AaHHbIX, anepru, KOHTPOIMpyeMoe 0by4eHue.

OTHOLLEHUS U BEATENIBHOCTb: HET.

Moctynuna 12/05-2025
PeueHaus nonyyena 02/06-2025
MpuHara k ny6nukaumm 23/06-2025

Ans umtupoBanus: Shyndaliyev Nurzhan, Orynbayeva Ainur, Shadi-
nova Kunsulu, Barakova Aliya, Nurmukhanbetova Nurgul. YnyuyweHve
06paboTky AaHHbBIX C MOMOLLbIO MALLMHHOMO 0BYYeHNs B KOHTEKCTE Me-
LmumHekoro obpa3oBaHus. KapavoBackynsipHasi Tepanus v npogunak-
Tuka. 2025;24(2S):4446. doi: 10.15829/1728-8800-2025-4446. EDN:
OJETWM

Al — artificial intelligence, ML — machine learning.

Introduction

Machine learning (ML) has become an essential
tool for analyzing complex biomedical and clinical
data [1]. Advances in information technologies and the
growing volume of multi-omics, imaging, and electronic
health records have reshaped medical practice, enabling
data-driven diagnostics, treatment planning, and patient
management [2, 3]. The increasing interest in artificial
intelligence (AI) in healthcare is evidenced by a tenfold
rise in publications since 2012 [2].

Traditional analytical methods are often inadequate
for managing the complexity and scale of modern
medical datasets. ML offers advantages in tasks such as
disease diagnosis, medical imaging, drug development,
clinical decision support, and telemedicine [4]. In many
cases, its predictive capabilities now exceed those of
human experts.

Yet, the successful application of ML in clinical
practice requires proper oversight and interpretation
by trained professionals [5]. As ML becomes integral
to healthcare, equipping future clinicians with founda-
tional ML knowledge is imperative.

To support this educational need, a manual titled
Possibilities of Using Machine Learning Algorithms
in Medical Data Processing was developed, covering
key ML concepts, Python-based practical tasks, and
algorithm applications in clinical settings [6]. This study
builds on that foundation to evaluate the integration of
ML into medical curricula.

Using real clinical and educational data, we assess
the effectiveness of ML-based instruction at Astana Me-
dical University and S.D. Asfendiyarov Kazakh Na-
tional Medical University. Our goal is to enhance stu-
dents’ analytical skills, improve diagnostic reasoning,
and promote data-informed decision-making in future
clinical practice.

Literature review

The application of ML in medicine has been
extensively examined by both international and local
researchers. Gui C. and Chan V. [7] demonstrated ML’s
utility in prediction, diagnosis, and improving access
to medical care, while Habehh H. and Gohel S. [8]
reviewed core ML paradigms — supervised, unsuper-
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vised, and reinforcement learning — highlighting ap-
plications in radiology, genomics, electronic health re-
cords, and neuroimaging.

Dhillon A. and Singh A. [9] summarized various ML
algorithms used to analyze healthcare data such as clinical
records, omics profiles, and sensor inputs. Ghassemi M,
et al. [10] emphasized clinical opportunities, whereas
Nayyar A, et al. [11] addressed challenges including data
limitations, interpretability, and integration into clinical
workflows. Jia Z, et al. [2] and Bi WL, et al. [12] stressed
the need for standardized evaluation metrics and robust
preprocessing to ensure reliable ML performance and
broader educational adoption.

Magoulas G.D. and Prentza A. [13] underscored
the importance of visualization, interpretable algorithms,
and noise-resilient models for practical use. Sendak MP,
et al. [14] evaluated 21 real-world ML implementations,
detailing their development and maintenance challenges,
thereby offering insights into how ML can be effectively
scaled and monitored in healthcare.

Despite rapid advances, literature reveals several
gaps. Most studies concentrate on narrow tasks, lack
diverse datasets, or overlook integration into educational
curricula. Many ML applications remain underutilized
due to limited faculty expertise, inconsistent teaching
materials, and a lack of empirical evaluation of student
learning outcomes.

This study addresses these issues by expanding
ML applications to a broader range of pediatric allergy
datasets and by integrating ML modules into medical
education. It proposes methods to enhance model
resilience and instructional strategies, aiming to improve
students’ competencies in analyzing and interpreting
complex clinical data. Ultimately, the study contributes
to evidence-based strategies for incorporating ML into
medical curricula, fostering data-literate clinicians
prepared for modern healthcare environments.

Methodology

This study followed a three-stage approach: (1) re-
view of pedagogical and clinical literature on ML in-
tegration in medicine; (2) selection of practical, evi-
dence-based ML methods; and (3) implementation and
analysis of an educational intervention. The process
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Table 1
Key Parameters for Analyzing Patient Allergies and Asthma Profiles
Category Parameter Description
Demographics Year of Birth For calculating age
Gender Analyze allergy prevalence by gender
Ethnicity Assess ethnic variations in allergy susceptibility
Insurance Type Indicates healthcare access either private/public/uninsured
Patient Cohort Used for segmentation of patients based on group/time
Age at Onset of Allergy For studying allergy development
Age at End of Study For calculating the duration of allergy
Food Allergies Shellfish Allergy, Milk Allergy, Soy Allergy, Egg Allergy, Presence or absence at study start and end
Wheat Allergy, Peanut Allergy, Sesame Allergy
Nut Allergies Overall Status, Tree Nut Allergy, Pecan Allergy, Pistachio Presence or absence at study start and end

Allergy, Almond Allergy, Brazil Nut Allergy

Comorbidities Atopic Dermatitis, Allergic Rhinitis, Asthma

Presence or absence at study start and end

Asthma Medications First, Last and Total

First asthma medication prescribed to the patient; most
recent asthma medication prescribed to the patient and total
asthma medications prescribed throughout the study

Table 2

Participants Distribution

No  University Education Program Number of Students Experimental Group Control Group
1 Astana Medical University 6B10125-Pediatrics 23 17 6
6B10123-Medicine 14 10 4
6B10124-Dentistry 42 30 12
6B10104-Pharmacy 20 20 0
2 S. D. Asfendiyarov Kazakh National 6B10116-Medicine 24 5 19
Medical University 6B10117-Pediatrics 26 5 21
6B10118-Dentistry 30 10 20
Total 156 80 76

informed the design of a training module for medical
students and guided the use of ML for analyzing pe-
diatric allergy data [15, 16].

ML Model Selection

We applied supervised machine learning — specifi-
cally linear regression — due to its simplicity, interpre-
tability, and wide use in clinical analytics [17-19]. The
goal was to predict allergic disease outcomes using labeled
clinical and demographic data. Emphasis was placed on
data quality, feature selection, and model validation.

ML Workflow

The ML pipeline included:

* Problem Definition: Predicting outcomes of child-
hood allergies.

+ Data Collection: Clinical and demographic data
related to asthma, rhinitis, dermatitis, and food allergies.

* Preprocessing: Handling missing values, norma-
lization, and encoding.

* Feature Engineering: Selection based on statisti-
cal relevance.

* Model Training and Evaluation: Using MAE, MSE,
RMSE, and R? as performance metrics.

* Interpretation and Validation: Focused on explai-
nability and accuracy for educational relevance.

Advanced model deployment and maintenance we-
re not considered in this educational context. The me-
thods emphasized practicality and reproducibility over
complexity [20].

Allergy Domain Relevance

Although over 500 AI/ML applications are FDA-
approved (mostly in radiology and cardiology), none
are registered in allergy and immunology as of 2023
[14, 21]. This study aims to close that gap by focusing
on pediatric allergy prediction, a domain where early
intervention can significantly impact outcomes [12].

Dataset

The dataset included patient-level variables such
as age, gender, ethnicity, insurance type, allergy onset/
end, comorbidities (asthma, dermatitis, rhinitis),
and treatment history. Table 1 outlines the complete
parameter structure. The dataset enabled training and
evaluation of ML models that account for demographic
and clinical variability without relying on synthetic
augmentation [22-24].

Participants and Grouping

Participants were 156 third-year students from
pediatrics, medicine, dentistry, and pharmacy programs

18
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at Astana Medical University and S.D. Asfendiyarov
Kazakh National Medical University. Students were
assigned to experimental (n=80) or control (n=76)
groups based on schedule compatibility. Those with
prior ML experience were excluded. Table 2 details
group distribution by program and university.

Educational Intervention

The experimental group underwent a 4-week
ML training module integrated into their pediatrics
coursework. Modules included:

* Week 1: Introduction to supervised/unsuper-
vised learning and Al ethics (2 hours);

* Week 2: Data preprocessing using Python
(4 hours);

* Week 3: Linear regression and error metrics
(4 hours);

* Week 4: Model interpretation and clinical case
discussions (2 hours).

Assignments and a final mini-project supported
practical engagement. Sessions were guided by inst-
ructors with ML expertise.

19
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Results

Visualizing Allergy Prevalence and Patterns

Figure 1 provides an analysis of allergy case num-
bers, revealing the relative prevalence of conditions
such as asthma, skin allergies, and respiratory issues. As
shown in Figure 1, the most common allergies are skin
allergies, respiratory issues, and asthma. Identifying
these patterns is critical for guiding early preventive
measures and informing clinical resource allocation,
especially in contexts where ML-driven insights can
enhance diagnostic accuracy and healthcare manage-
ment strategies [1, 2].

Insights into Allergy Onset and Severity

Figure 2 illustrated that certain skin allergies could
be detected from birth, implicating strong genetic
or maternal influences. Such early onset underlines
the importance of initiating preventive strategies and
dietary/environmental controls promptly to mitigate
long-term severity.

Similarly, Figure 3 highlighted that non-contact
allergies present at the start of the study were associated
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Table 3
Performance Indicators
of the Machine Learning Model

Metric Value
R? 0,85
MAE 0,45
MSE 0,30
RMSE 0,55

with reduced exacerbations following medicinal treat-
ment for atopic dermatitis. These findings resonate with
research indicating that the interplay of genetic predis-
positions and environmental exposures dictates the
trajectory of allergic diseases [3, 4]. By leveraging ML
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models to handle the complexity of these interactions,
clinicians and educators can develop more tailored
interventions, potentially improving patient outcomes.
Analysis of the data presented in Figure 3 indicates that
the presence of non-contact allergies in children, irres-
pective of gender and measured at the start of the study,
reduces the worsening of allergic symptoms following
medicinal treatment for atopic dermatitis. Pediatric
allergies are primarily the result of an interplay between
genetic predispositions and environmental exposures,
both of which significantly influence the onset and
progression of allergic conditions. While genetic factors
contribute to inherent susceptibility, environmental
factors such as allergens, irritants, and infections shape
a child’s sensitivity to dietary and inhaled allergens.
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Figure 5 Baseline experiment results for the experimental group.

Advances in understanding the genetic and envi-
ronmental mechanisms that influence the immature im-
mune system are expected to lead to the development
of long-term preventive strategies. At present, the most
effective method for managing children at high risk of
developing allergies is the reduction of sensitization
through early dietary and environmental interventions.
Such measures facilitate timely identification and
appropriate management of emerging allergic symp-
toms. Since inflammation is a common underlying
factor in all allergic conditions, it is critical to initiate
anti-inflammatory treatment at the earliest indication of
persistent symptoms.

Model Performance and Predictive Accuracy

A supervised ML approach, specifically linear
regression, was employed to predict allergic outcomes
based on the dataset’s parameters. After appropriate
data preprocessing and feature engineering, the model’s
performance was evaluated. As shown in Table 3, the
model achieved a Coefficient of Determination (R?)
of 0,85, indicating that 85% of the variance in the

Content Organisation

dependent variable was explained by the independent
variables. The Mean Absolute Error (MAE=0,45),
Mean Squared Error (MSE=0,30), and Root Mean
Squared Error (RMSE=0,55) further underscored the
model’s accuracy and reliability.

These robust performance metrics align with
emerging evidence that ML algorithms can outperform
traditional statistical methods in diagnosing and
predicting complex clinical outcomes [1-4]. The high
R? value and relatively low errors validate the chosen
modeling approach and confirm that ML can effectively
capture the intricate factors contributing to allergic
conditions.

Educational Intervention and Experimental Out-
comes

In addition to modeling allergic diseases, the
study assessed whether integrating ML training into
medical curricula could enhance students’ analytical
capabilities. Figure 4 depicts the baseline results for the
control group. Figure 5 depicts the baseline results for
the experimental group. The values are in percentage.

21
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Comparison between Figure 4 and Figure 5 indicates
no significant initial differences in ML understanding
between the two groups.

After the introduction of ML modules into the
curriculum, the formative experiment results were
calculated. Figure 6 depicts the formative experiment
results for the control group.

Figure 7 depicts the formative experiment results
for the experimental group. Comparison between figures
6 and 7 revealed that the experimental group exhibited
substantial improvements in ML knowledge and data
processing proficiency. However, the control group’s
performance remained relatively stable.

Statistical Validation of Hypotheses

To quantify the educational impact, Chi-square
(x») tests were conducted. The calculated values
y*(motivational) =18,81, y*(substantive) =16,11, and
x*(organizational) =14,67 each surpassed the criti-

Content

22

Organisation

cal value at p<0,05. These results supported the al-
ternative hypothesis, confirming that implementing
scientific, theoretical, and practical ML foundations
in the educational process improves students’ ML
competencies, analytical reasoning, and data-driven
decision-making skills. Overall, the Results section
demonstrates the efficacy of ML models in analyzing
complex pediatric allergy data and substantiates the value
of integrating ML training into medical education. This
dual accomplishment sets the stage for the subsequent
Discussion section, where the implications of these
findings for clinical practice, educational strategies, and
future research directions will be explored.

Discussion

This study demonstrates two central findings:
(1) supervised ML, specifically linear regression, ef-
fectively models complex clinical data related to child-
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hood allergic conditions; and (2) structured ML trai-
ning significantly improves medical students’ analytical
skills.

Clinically, the ML model achieved strong pre-
dictive performance, with an R? of 0,85 and low error
metrics (MAE, MSE, RMSE), indicating the model’s
ability to capture the multifactorial nature of pediatric
allergy outcomes. These findings are consistent with
prior studies showing that ML outperforms traditional
statistical approaches in analyzing large, heterogeneous
medical datasets. As such, ML tools can support more
precise diagnostics, prognosis, and individualized treat-
ment strategies.

Educationally, the intervention enhanced students’
understanding of key ML concepts, from data pre-
processing to model interpretation. The experimental
group showed measurable gains over the control group,
confirming the value of integrating ML into medical
curricula. These results suggest that early exposure to
data-driven reasoning equips future clinicians with
essential competencies for practicing in increasingly
technology-driven healthcare environments.

Importantly, ML is not a replacement for clinical
expertise but a complement to it. Trained professionals
are needed to interpret algorithmic outputs, assess
model reliability, and apply insights ethically in patient
care. Embedding ML literacy into training programs
fosters responsible use of emerging technologies and
prepares students for interdisciplinary collaboration in
Al-augmented settings.

From a clinical perspective, the model’s ability to
highlight early onset patterns and treatment responses
in atopic dermatitis illustrates how ML can guide timely
interventions. These insights reinforce the potential
for ML-driven tools to support preventive strategies in
allergy management.

Limitations include the study’s quasi-experimental
design and the use of a relatively basic algorithm. Fu-
ture work should explore more advanced models (e.g.,
decision trees, ensembles, neural networks) and assess
long-term educational outcomes, including clinical ap-
plication and patient impact. Longitudinal studies could
also evaluate skill retention and real-world integration of
ML competencies into clinical workflows.

Overall, this study supports the feasibility and
value of incorporating ML into both medical education
and pediatric allergy analysis. It lays a foundation for
broader adoption of ML training in health curricula and
further research into scalable, ethically grounded Al
applications in medicine.
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Conclusion

This study demonstrated that incorporating ML
methodologies into medical education and clinical data
analysis can yield substantial benefits. On the clinical
side, a supervised ML approach, specifically linear
regression, accurately modeled complex pediatric allergy
data, achieving an R? of 0,85 and relatively low prediction
errors (MAE, MSE, RMSE). These results confirm that
ML tools are capable of capturing the nuanced interplay
of genetic and environmental factors that shape allergy
onset, severity, and progression, aligning with literature
that acknowledges ML’s capacity to outpace traditional
analytical techniques in healthcare.

Equally important, the educational intervention
showed that providing medical students with structured
ML training significantly improved their ability to
preprocess data, select and interpret ML models, and
make informed, data-driven decisions. Such proficiency
will be indispensable in an era of healthcare increasingly
defined by advanced analytics, where clinicians must
understand and critically evaluate algorithmic outputs to
ensure patient safety and optimal treatment outcomes.
The observed enhancements in student competencies
suggest that integrating ML concepts into medical
curricula can fill existing educational gaps, better
preparing future healthcare professionals for the realities
of a data-intensive clinical environment.

While the results are encouraging, the study’s limi-
tations — such as the non-randomized assignment of
participants and reliance on linear regression — high-
light areas for future research. Expanding investigations
to more sophisticated ML algorithms, implementing
randomized controlled trials, and conducting longitudinal
follow-ups could provide deeper insights into long-term
skill retention and the real-world impact of ML-trained
clinicians on patient care and healthcare efficiency.

In essence, this research contributes evidence that
ML-driven approaches can simultaneously improve
the quality of medical data analysis and the caliber of
medical education. By validating ML’s effectiveness in
handling complex clinical datasets and showing that
structured ML instruction enhances students’ analytical
capabilities, this work lays a foundation for ongoing
developments. As ML techniques continue to evolve, so
too must educational strategies and clinical guidelines,
ensuring that these powerful tools are leveraged
ethically, responsibly, and effectively to advance patient
care and health outcomes.
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